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» Approximate equivariant mapping: functions variance

Our contribution: enforce active symmetries in GNN that are stable to local deformations.




